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Abstract

Snow cover has low thermal conductivity and high albedo, which have large impacts on the soil thermal regime and microclimate.
Accurate simulations of snow and soil processes are critical to ecosystem and climate modelling. In this study, we developed a detailed
snow and soil scheme in an ecosystem model EALCO to (1) improve the simulations of snow and soil thermal regimes and (2)
investigate the effects of different model configurations and parameterizations including snow and soil layering resolutions, fractional
snow cover parameterization, water table and total soil column depths, and the inclusion/exclusion of a surface organic layer and
unfrozen water in frozen soil. The model includes dynamic layering of snow, user-adjustable layering of soil, snow cover compaction
and destructive metamorphisms, implicit solutions of the soil heat and water transfer equations using a finite difference method,
distinct parameterizations of the surface organic layer and unfrozenwater in frozen soil. Themodel was tested using nine years (1994–
2002) of winter field measurements obtained in a boreal aspen forest. The tested variables included snow depth, snow temperature,
soil heat flux, and soil temperatures at various depths. The results showed that the model well reproduced the snow and soil thermal
regimes and their interactions observed at the site. The results also indicated that the simulation of snow cover durationwas affected by
the snow layering resolution and fractional snow cover parameterization. The simulation of soil temperature was affected by the soil
layering resolution, the depths of water table and soil column, and the inclusion of a soil organic layer. Inclusion of unfrozen water in
frozen soil was found to have only a small effect on soil temperature simulation at this site.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

During the 20th century, air temperature increased at a
higher rate in the northern high latitudes than the global
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mean (McCarthy et al., 2001). Most global climate
models (GCMs) project that this trend will continue in
the 21st century, with more warming in winter than
summer (McCarthy et al., 2001). Boreal forests in the
region occupy about 21% of the earth's forested land
surface. They contain 13% of the global carbon (C)
stored in biomass (Whittaker and Likins, 1975) and 43%
of the C stored in soil (Schlesinger, 1991). This large C
stock could have a significant impact on atmospheric
greenhouse gas concentration if the ecosystem C balance
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changes with climate change.Much effort has beenmade
during the last decade to study the boreal forest and climate
interactions through field measurements (e.g., Sellers et al.,
1997) and modeling (e.g., Amthor et al., 2001). Compared
to growing season processes, investigations of winter pro-
cesses have received much less attention, although several
recent studies addressed the snow cover, surface albedo and
hydrological processes in boreal forests during winter (e.g.
Viterbo and Betts, 1999; Betts, 2000; Essery et al. 2003;
Stähli and Gustafsson, 2006). This is partially due to the
difficulties in conducting field measurements and uncer-
tainties in modeling the physical and ecosystem processes
in winter. The C release from ecosystem respiration in
winter can be a significant part of the annual C balance in
boreal forest ecosystems. For example, the results in several
boreal coniferous forests by Winston et al. (1997) showed
that the C release from soil during the winter season was
40–55 g C m−2, while Goulden et al. (1998) reported that
the annual net ecosystem C exchange in a boreal old black
spruce forest ranged from a source of 70±50 g C m−2 to a
sink of 10±50 g C m−2. At a southern boreal black spruce
stand, winter (October–March) losses of C were 56%,
49%, and 83% of growing season (April–September) C
uptake during the years 2000, 2001, and 2002, respectively
(Black et al. 2005). Goulden et al. (1998) further indicated
that the winter C release from boreal forests could become
more important under climate warming due to increases of
soil temperature and soil thaw.

Soil and plant C processes in winter are largely con-
trolled by the soil temperature. In the boreal forest, snow
covers the ground for about half of the year, with large
interannual variability. With its high albedo, low thermal
conductivity, large energy requirement for melting, and
significant soil water input duringmelting, the snowpack
causes the surface energy balance and soil microclimate
to be fundamentally different in winter than summer. The
effect of snow cover on soil temperature and ecology has
been observed in several experimental studies. For ex-
ample, snow removal in a high latitude maple tree stand
caused more than 10 °C decrease in soil temperature,
which resulted in severe physiological responses includ-
ing increased canopy dieback and earlier leaf senescence
in the subsequent growing season (Pilon et al. 1994).
Contrasting to the hypothesis that future climate warm-
ing will likely cause warmer soil (e.g., Goulden et al.,
1998), Groffman et al. (2001) projected a ‘colder soils in
a warmer world’ scenario in snow-covered seasons based
on their experimental results, due to the possible reduction
of snowpack during warming. However, field experi-
ments to study the interaction of snow cover and soil
temperature can only test limited scenarios while future
climate change may cause complex variations in snow
cover. Numerical modeling is thus considered as an ef-
fective alternative for such studies (Yin and Arp, 1993;
Levine and Knox, 1997; Ling and Zhang, 2004).

Needs for improved snow simulations have frequent-
ly been emphasized in recent modelling studies. In the
model intercomparison studies by Slater et al. (2001) and
by Nijssen et al. (2003), which involved 21 land surface
models, it was found that the modeled snow depth and
snow water equivalent (SWE) differed markedly due to
differences in parameterizations of snow albedo, snow
melting and sublimation, snow cover fraction, snow ther-
mal properties, and the snow layeringmodelling schemes.
Loth andGraf (1998) indicated that climatemodels need a
multi-layer snow scheme in order to improve the energy
exchange simulations in the snow-atmosphere and snow-
soil interfaces and the soil thaw/freeze cycles. The in-
clusion of liquid water storage and transfer, densification
due to compaction, destructive metamorphisms and melt-
ing were also found to be important in snow simulations
(Kongoli and Bland, 2000; Gusev and Nasonova, 2003;
Essery and Etchevers, 2004).

The number of vertical soil layers included in the cur-
rent climate and ecosystem models differs widely. The
single layer model is computational efficient, but may not
represent the soil temperature and moisture regimes accu-
rately. A multi-layer model can better simulate the vertical
profiles of soilmoisture and temperature.Model resolution
in soil layering is particularly important in simulating the
soil freeze/thaw cycles in cold regions (Slater et al., 2001;
Luo et al. 2003). Due to the large amount of energy re-
quired in freezing/thawing, the use of thick soil layers
could remarkably delay themodelled response time of soil
freeze/thaw. However, increasing the soil layering reso-
lution increases computing time and also requires more
parameters representing the thermal and hydraulic char-
acteristics of each layer. The results from the model inter-
comparison studies of Luo et al. (2003) and Amthor et al.
(2001) implied that a finer vertical resolution is preferred
to accurately simulate the soil temperature and moisture
profiles. However, the question still remains as to how and
to what extent soil layering resolution affects thaw/freeze
and temperature simulations of the snow and soil.

The inclusion of unfrozen water in frozen soils (below
0 °C) could affect the soil temperature simulation by
altering the soil thermal properties and has been empha-
sized by several modeling studies in permafrost regions
(Li and Koike, 2003; Ling and Zhang, 2004). Although
more and more climate and hydrological models have
tended to include the unfrozen water parameterization
(e.g. Cox et al. 1999; Niu and Yang, 2006), its influence
on the soil temperature simulation in boreal forest re-
gions has been rarely tested.
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A surface organic layer is frequently present in boreal
forest ecosystems. Due to its low thermal conductivity
and high hydraulic conductivity, the surface organic layer
significantly changes the rate of energy and water transfer
between the soil and the atmosphere, and thus modifies
the soil temperature and moisture profiles. Distinct para-
meterization of the surface organic layer has been recom-
mended by several field andmodeling studies (e.g., Bhatti
et al., 2000; Ogée and Brunet, 2001), but its influence on
winter soil temperature has not been tested.

In this paper, we describe the development of a de-
tailed snow and soil scheme in the ecosystem model
EALCO (Ecological Assimilation of Land and Climate
Observations). The scheme includes dynamic layering of
snow, user-adjustable layering of soil, snow cover com-
paction and destructive metamorphism, implicit solu-
tions of soil heat and water transfer equations using the
finite difference method, distinct parameterization of the
surface organic layer, and a representation of unfrozen
water in frozen soil. The model was tested using nine
years (1994–2002) of field measurements obtained in a
mature aspen forest ecosystem located in Prince Albert
National Park, Saskatchewan, Canada. The variables test-
ed include snow depth, snow cover duration, snow tem-
perature, soil heat flux, and soil temperatures at different
soil depths. The objectives of this study were (1) to study
cold season snow and soil interactions and to improve the
simulation of snow and soil thermal regimes in EALCO
model and (2) to investigate the effects of different model
configurations and parameterizations including snow and
soil layering resolution, fractional snow cover parameter-
ization, water table and total soil column depths, and the
inclusion/exclusion of a surface organic layer and un-
frozen water in frozen soil on the model results.

2. Model description

The EALCOmodel is developed at the Canada Centre
for Remote Sensing to study the ecosystem-climate inter-
actions for various terrestrial ecosystems. The main com-
ponents of EALCO include the land surface radiation
scheme, the snow and soil thermal and water scheme, the
coupled canopy energy-water-CO2 transfer scheme, and
the plant and soil C and nitrogen (N) biogeochemical
cycle scheme. A brief description of general model struc-
ture was given in Wang et al. (2004). Specifically, the
EALCO land surface radiation scheme, which uses gap-
probability based successive orders of scattering approach,
was described inWang (2005) andWang et al. (2007). The
coupling of canopy energy–water–CO2 transfer dynamics
in EALCO was documented in Wang (submitted for pub-
lication), which was improved from Wang et al. (2002a).
The plant and soil C and N biogeochemical cycle scheme
was detailed in Wang et al. (2001, 2002b), which was
originally developed for the C coupled Canadian Land
Surface Scheme (CLASS). This paper mainly introduces
the simulation schemes for the snow cover dynamics and
soil thermal and water regimes.

2.1. Determination of snow and soil layers and snow
cover fraction

The total number of snow layers Nsn is determined in
each time step according to the total snow cover depth
Hsn (m) using:

XNsn

n¼1

hsn;n V Hsn b
XNsnþ1

n¼1

hsn;n ð1Þ

where hsn,n is the depth for snow layer n, which is
prescribed in the model. The snow cover fraction (fsn) of
the ground surface is calculated as

fsn ¼ 1:0 Hsn z hsn;th
Hsn=hsn;th Hsn b hsn;th

�
ð2Þ

where hsn,th is defined as the threshold snow depth. It is
required that hsn,th be greater than the top snow layer
depth hsn,1 to ensure that at least one snow layer is
identified in the model. In the case of fsnb1.0, the model
is run separately for the snow-free and snow-covered
surfaces. The final model outputs (e.g. soil temperature
and moisture) are the weighted average of these two
fractions.

The depths of snow layers may change during a time
step due to new snowfall, surface sublimation, snow melt-
ing, and snow density changes caused by compaction and
destructive metamorphism. Therefore, the total number of
snow layers is re-calculated at the beginning of each time
step to maintain the prescribed snow layer depths. The
snow state variables (e.g. snow temperature, snow and
liquid water content, snow density, etc.) for each new layer
are updated using the weighted average of the correspond-
ing variables of the old snow layers that constitute the new
snow layers. This dynamic snow-layering scheme allows
the model to simulate the snow processes (e.g., heat trans-
fer) in a consistent vertical resolution.

The total number of soil layers, the depth of each layer,
and the entire soil column depth are prescribed before the
model run. Theoretically, there is no upper limit for the
number of soil layers and soil column depth in the model
design. However, they should be specified according to
the site conditions and the required computational effi-
ciency. In this study, the lower boundary for soil
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temperature simulation is set to the depth where the
annual variation of soil temperature is negligible. The
lower boundary for soil water simulation is set to water
table depth. In case the water table falls below the lower
boundary of temperature simulation, an additional layer is
added for soil water simulation and its depth is determined
by the lower boundary of temperature simulation and the
water table. Where present, a distinct surface organic layer
is parameterized in the model.

2.2. Surface energy balance

The energy balance equation for soil (snow) surface
is solved numerically to obtain the soil (snow) surface
temperature and the energy fluxes between soil (snow)
and the atmosphere. The surface energy balance equa-
tion is expressed as

Rng � Qh � Qle � Qg ¼ 0 ð3Þ

where Rng is the net radiation, Qh and Qle are sensible
and latent heat fluxes, respectively, and Qg is the
conductive heat exchange at the interface between the
atmosphere and the soil or snow. Rng consists of net
short wave radiation and net long wave radiation. The
net short wave radiation plays a crucial role as it is the
main energy input controlling the soil (snow) thermal
regimes and variations. It is simulated by a gap prob-
ability based ray-tracing approach which improved the
accuracy of canopy radiation transfer calculations as dem-
onstrated inWang (2005). TheQle is calculated using the β
method as described by Lee and Pielke (1992). The de-
tailed formulations of net long wave radiation, Qh and Qg

and themethod for numerically solving the above equation
are detailed in Verseghy (1991) and Wang et al. (2002a).
The soil (snow) surface temperature and evaporation (sub-
limation) obtained from solving the above equation is used
in the soil (snow) heat and water calculations as described
below.

2.3. Heat transfer in soil and snow

Heat transfer in soil or snow due to temperature
(Ti) gradient and the heat carried by the flowing water
(Qfl,i,W m−2.) is simulated using:

Ci
∂Ti
∂t

¼ ∂
∂z

kh;i
∂Ti
∂z

þ Qfl;i

� �
ð4Þ

where Ci and kh,i are the volumetric heat capacity
(J m−3 K−1) and thermal conductivity (W m−1 K−1) of
the soil (snow) layer i. Ci and kh,i, are parameterized
using (Johansen, 1975; Mellor, 1977):

Ci ¼
X5
j¼1

Ci;jhi;j ðfor soil and snowÞ ð5Þ

kh;i ¼ j
5

j¼1
kh;i;j
� �hi;j ðfor soilÞ ð6Þ

kh;i ¼ 0:074þ 2:576� 10�6q2sn;i ðfor snowÞ ð7Þ

where Ci,jand kh,i,j are the corresponding values of Ci

and kh,i for soil mineral, soil organic matter (SOM) or
litter, air, liquid water and ice (or snow), respectively,
and θi,j is the volumetric fraction of each component.
Qfl,i is calculated as:

Qfl;i ¼ Cw Wfl;iþ1 Ti � Tiþ1ð Þ þWfl;i Ti�1 � Tið Þ� � ð8Þ

Cw is the volumetric heat capacity (J m−3 K−1) of liquid
water. Wfl,i (m s−1) is the water flux across the soil
(snow) layers (discussed in Sections 2.4).

Eq.(4) is expressed discretely using finite difference
method for each soil (snow) layer and solved implicitly
using the method developed in the IBIS model (Foley
et al., 2005). We assume that the surface water layer and
the top soil layer have the same temperature and they are
treated as one layer in solving the soil temperature
equations. The upper boundary condition of Eq.(4) is the
Qg obtained in Eq.(3). The lower boundary condition is
the assumed annual-constant soil temperature at the
bottom of the simulated soil column. This temperature is
prescribed in the first year of model run and updated for
the each following year using the annual average tem-
perature of the bottom soil layer in the previous year.

2.4. Water transfer in soil and snow

Water transfer in the soil is simulated by Richard's
Equation:

∂hliq;i
∂t

¼ ∂
∂z

D hliq;i
� �∂hliq;i

∂z
� k hliq;i

� �	 


D hliq;i
� � ¼ k hliq;i

� � dhliq;i
dw hliq;i

� �
8>><
>>: ð9Þ

where k(θliq,i) and ψ (θliq,i) are the unsaturated hydraulic
conductivity and soil water potential of soil layer i. They
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are parameterized according to Clapp and Hornberger
(1978):

k hliq;i
� � ¼ k0;i hliq;i=h0;i

� �2biþ3 ð10Þ

w hliq;i
� � ¼ w0;i hliq;i=h0;i

� ��bi ð11Þ

where k0,i, θliq,i, θ0,i and ψ0,i are saturated hydraulic
conductivity (m s−1), volumetric liquid water content
(m3 m−3), porosity (m3 m−3), and soil water potential
(m) at saturation, respectively. The hydraulic conduc-
tivity k(θliq,i) is set to 0 for frozen soil.

Eq.(9) is solved using the same method as for Eq.(4)
discussed in Section 2.3. The upper boundary condition
is the water infiltration rate which is simply estimated
using the saturated hydraulic conductivity of top soil
layer (k0,1,) when a surface water layer is present. The
lower boundary is the water table at which the water
content is equal to porosity. Prior to solving Eq. (9),
surface evaporation and plant root water uptake calcu-
lated for each soil layer during growing season (Wang
et al., 2002a) are subtracted from the soil water content
of each corresponding soil layer. After θ is determined,
water flow between soil layers (Wfl,i, required in Eq. (8))
is calculated as:

Wfl;i ¼ Wfl;iþ1 þ hiDhliq;i=Dt ð12Þ

where hi is the depth of soil layer (i),▵t is the modelling
time step, ▵θliq,i is the change of liquid water content
during ▵t. Note that the above calculation is made
upwards from the bottom soil layer, into which water
flow from the water table (n+1) Wfl,n + 1 is calculated
by:

Wfl;nþ1 ¼ kn 1þ w0 � wnð Þ= 0:5hnð Þ½ � ð13Þ

At least 3 soil layers are required to implicitly solve
Eq. (9). When the water table is in one of the top three
layers, the model has less than three soil layers for water
simulation. Under such circumstances, water flow be-
tween soil layers is firstly calculated using Eq. (13), from
which the soil water content is then explicitly solved. This
explicit method is also used to calculate the water flow
between the surface organic layer and the mineral soil
layer due to the limitation of Eq. (9) in the application to
soils with distinct hydraulic property profiles (Celia et al.,
1990; Talbot et al., 2004).

When rain falls on snow or snow melts, liquid water
may temporally exist in snow layers. The movement of
liquid water between snow layers (Wfl,i) is simulated
simply by introducing a snow water holding capacity
Wc,i (m
3 m−3), which is determined by (Kongoli and

Bland, 2000):

Wc;i ¼ Wc;min þ ðWc;max �Wc;minÞðqc � qsn;iÞ=qc qsn;ibqc
Wc;min qsn;izqc

�
ð14Þ

where Wc,min (0.04 m3 m−3) and Wc,max (0.1 m3 m−3)
are minimum and maximum values of snow water
holding capacity, ρc is a threshold value of snow density
(200 kg m−3). If the liquid water content in a snow layer
exceeds Wc,i, the excessive water will percolate to the
layer below by gravity. The liquid water flow out of the
bottom snow layer is added to the surface water layer for
soil infiltration and runoff calculations.

2.5. Thaw freeze of soil water and snow

The thaw and freeze processes in each of the soil and
snow layers are simulated after Ti and θliq,i in Eqs. (4) and
(9) are solved. Ti and θliq,i are used to check for the thaw
and freeze conditions and to calculate the thawing and
freezing portions. The volumetric portion of liquid water
(θu,i) existing in frozen soil is determined by (Ling and
Zhang, 2004).

hu;i ¼ c T0 � Tið Þd Ti V T0 ð15Þ

where c, d are soil texture related parameters, and T0 is the
melting point (0°C used in the model).

When TibT0 and θliq,iNθu,i,, the portion of water to
be frozen is calculated as:

hfz ¼ min hliq;i � hu;i; T0 � Tið ÞCi= qwLfusð Þð Þ ð16Þ

When TiNT0 and θice,iN0, the portion of ice to be
thawed is calculated as:

htw ¼ min hice;i; Ti � T0tð ÞCi= qwLfus
� �Þ� ð17Þ

where ρw and Lfus are density (kg m−3) and fusion heat
(J kg−1) of water. θu,iis set to 0 for snow layers. If θice,
iand θliq,icoexist after the above calculations of thaw and
freeze, Ti is set to T0. Otherwise, Ti is reset to

T
0
i ¼ Ti þ hfzqwLfus=C

0
i thawð Þ

Ti � htwqwLfus=C
0
i freezeð Þ

�
ð18Þ

where T
0
i and C

0
i are updated temperature and heat

capacity of the soil (snow) layer after freezing or thawing.
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2.6. Snow density change

The snow density change due to compaction meta-
morphism of snowpack is calculated after Mellor (1977)
and Kongoli and Bland (2000):

∂qsn;i=∂t ¼ c1qsn;iWse
0:08 Tsn;i�T0ð Þ�0:021qsn;i½ � ð19Þ

where ρsn,i(kg m
−3) and Tsn,i are the density and temper-

ature of snow layer i, and Ws (mm) is the snow amount
(water equivalent) above layer i. The empirical coef-
ficient c1 (0.001 mm−1hr−1) is converted from the value
used by Kongoli and Bland (2000).

The snow density change due to destructive meta-
morphism is calculated after Anderson (1976):

∂qsn;i=∂t ¼
c2qsn;ie

0:04 Tsn;i−T0ð Þ−0:046 qsn;i�qdð Þ½ � qsn;iNqd
c2qsn;ie

0:04 Tsn;i�T0ð Þ½ � qsn;iVqd

(
ð20Þ

The empirical coefficient c2 (0.001 h
−1) and threshold

snow density ρd (150 kgm
−3) are taken fromKongoli and

Bland (2000). The snowdensity change due to liquidwater
freezing is simply represented by adding the increased ice
to the snow without increasing the snow volume (depth).

3. Site, data and model configuration and
parameterization

The model was tested using observations made in a
boreal deciduous forest ecosystem (53.6°N, 106.2°W),
which is located at Prince Albert National Park,
Saskatchewan, Canada. The vegetation is mainly
trembling aspen (Populus tremuloides Michx.) with
scattered balsam poplar (Populus balsamifera L.) in the
overstory and hazelnut (Corylus cornuta Marsh) in the
understory. The forest regenerated after a natural fire in
Table 1
Observed snow variables, minimum daily air and soil temperatures during th

Season Snowfall amounta

(mm)
Snow-cover durationb

(days)
Maximum snow
depth (m)

1994–1995 139.3 182 0.576
1995–1996 184.0 – 0.648
1996–1997 88.4 – 0.587
1997–1998 78.0 – 0.298
1998–1999 163.1 192 0.467
1999–2000 91.1 169 0.474
2000–2001 65.0 168 0.365
2001–2002 71.1 178 0.356
Average 109.0 (177.8) 0.471
aCalculated from precipitation observation when air temperature was less th
bEstimated from the snow depth observations. –: could not be estimated due t
1919 and had a stand density of ∼830 stems ha−1 in
1994. The soil is an Orthic Gray Luvisol with an 8–
10 cm thick surface organic layer overlying a loam to
sandy clay loam mineral soil. The terrain is generally
level. Mean annual air temperature and precipitation
(1942–1990 climatic normals) at the nearest long-term
weather station (Prince Albert Airport, 53.2°N and
105.7°W) are 0.5 °C and 406 mm, respectively.

A nine-year long (1994–2002) half-hourly meteoro-
logical dataset including incoming shortwave and long-
wave radiation, precipitation, air temperature,wind speed,
atmospheric pressure and specific humidity was construct-
ed as a model input. It is based mainly on two datasets:
(1) Boreal Ecosystem-Atmosphere Study (BOREAS)
AFM-7 SRC surface meteorological and radiation data
(1994–1996, Shewchuk, 2000) and (2) Fluxnet-Canada
Research Network Data Information System (FCRN-DIS)
meteorological data (1997–2002, http://fluxnet.ccrp.ec.gc.
ca/). Missing data were filled using the measurements at
Prince Albert Airport weather station (http:// www.climate.
weatheroffice.ec.gc.ca/climateData/canada_e.html). Daily
snow depth, soil temperatures at depths of 0.05 m, 0.1 m,
0.2 m, 0.5 m and 1.0 mwere also compiled from the above
data sources. Snow depths and soil temperatures at 0.1 m,
0.2 m and 0.5 m were available from 1994 to 2002. The
0.05mand 1.0m soil temperaturemeasurementswere only
available for the period of 1997–2002. The 0.05 m soil
temperature probe was located in the surface organic layer,
while other soil temperature probes were inside the mineral
soil. Snow temperature measurements were available from
November 2001 at various heights above the ground sur-
face. The soil heat fluxes at soil surface were available from
January 1997. More detailed information about the site,
known as Southern Old Aspen (SOA), and the measure-
ments can be found in Black et al. (1996), Shewchuk
(1997), Griffis et al. (2003) and Barr et al. (2004).
e 8 snow seasons (October 1- May 31)

Minimum Ta
(°C)

Minimum Ts at
0.1 m (°C)

Minimum Ts at
0.5 m (°C)

Minimum Ts at
1.0 m (°C)

−27.0 −0.8 −0.1 –
−32.1 −2.0 −0.8 –
−31.5 −2.2 −0.6 0.3
−26.9 −2.4 −0.8 0.3
−27.7 −1.1 0.1 0.7
−25.4 −1.3 0.2 1.0
−30.3 −1.7 −0.2 0.7
−29.4 −4.0 −1.8 −0.6
−28.8 −1.9 −0.5 (0.4)

an 0 °C.
o missing observations at starting and/or ending periods of snow cover.

http://fluxnet.ccrp.ec.gc.ca/
http://fluxnet.ccrp.ec.gc.ca/
http://
http://www.climate.weatheroffice.ec.gc.ca/climateData/canada_e.html
http://www.climate.weatheroffice.ec.gc.ca/climateData/canada_e.html


Table 3
Regression statistics of simulated (Y ) vs. observed (X ) soil heat flux
(Qgs, W m−2), snow depth (Hsn, m), snow temperature (Tsn, °C) and
soil temperatures (Ts, °C) at 5 depths during 1994–2002

Item a b R2 σ N

Qgs 0.63 −0.13 0.70 2.49 2116
Hsn 0.82 2.64 0.71 0.085 1407
Tsn 0.99 −0.05 0.92 1.3 223
Ts at 0.05 m 1.21 −0.77 0.94 1.7 2187
Ts at 0.1 m 1.0 −0.21 0.96 1.1 3170
Ts at 0.2 m 1.01 −0.10 0.96 1.0 3169
Ts at 0.5 m 0.95 0.42 0.97 0.8 3170
Ts at 1.0 m 0.90 0.55 0.98 0.4 2164

Note: regression equation: Y=aX+b; R2: coefficients of determination;
σ: standard deviation, same units as items; N: number of valid
observations.
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The precipitation is treated as rain (snow) when the
air temperature is higher (lower) than 0°C in the model.
Large inter-annual variations in snowfall amount, snow
cover duration, snow depth, air and soil temperatures
were observed during the study period (1994–2002).
Table 1 summarizes the key snow/soil variables during
each snow season (defined as October 1–May 31 in this
study). The snowfall amount varied from 65 mm (2000–
2001) to 184 mm (1995–1996). Snow cover duration
varied from 168 days (2000–2001) to 192 days (1998–
1999). The maximum snow depth varied from 0.298 m
(1997–1998) to 0.648 m (1995–1996). The minimum
daily air temperature varied from −25.4 °C (1999–
2000) to −32.1 °C (1995–1996), while the minimum
soil temperatures varied from −0.8 °C (1994–1995) to
−4.0 °C (2001–2002) at 0.1-m soil depth and 0.2 °C
(1999–2000) to −1.8 °C (2001–2002) at 0.5-m soil
depth. Frozen soil (below 0 °C) was observed at 0.5-m
depth in most winters except 1998–1999 and 1999–
2000. The soil remained unfrozen at the 1.0-m depth in
all winters except 2001–2002 when relative thinner snow
cover was observed.

Table 2 lists the key model configurations and pa-
rameters used in the model test. The top soil layer was
parameterized as fabric peat (Letts et al., 2000). Other
layers were set as loamy clay with sand, clay, silt and
SOM content of 48.4%, 21.1%, 30.2% and 0.3%, res-
pectively, which were averaged from in situ soil profile
observations by Anderson and Nerbas (2000). Water
table depth was kept constant at 4m, which was esti-
mated from Barr et al. (2000). The daily leaf-area index
Table 2
Model configurations and parameters used in the test run

Item Setting

hsn, 1 in Eq. (1) 0.05 m
hsn,n in Eq. (1) (nN1) 0.1 m
hsn,th in Eq. (2) 0.2 m
Number of soil layers 16
Depth of soil column simulated 4.15 m
Depth of organic layer 0.1 m
Depth of mineral layers 0.05, 0.1, 0.1, 0.1, 0.1,0.1, 0.1, 0.1,

0.1, 0.1, 0.1, 0.2, 0.4, 0.8, 1.6 m
K0,1, ψ0,1, θ0,1 and b0 for

organic layer (Eqs. (11)
and (12))

2.8×10−4 m s−1, 0.0103 m,0.93
and 2.7 (Letts et al., 2000)

K0,i, ψ0,i, θ0,i and bi for mineral
layers (Eqs. (11) and (12))

5.1×10−6 m s−1, 0.17 m, 0.43
and 2.7

C, d and T0 for organic layer
(Eq. (15)

2.6, −0.38 and 0 °C (Ling and
Zhang, 2004)

C, d and T0 for mineral layer
(Eq. (15)

6.4, −0.38 and 0 °C (Ling and
Zhang, 2004)

Water table depth 4.0 m (constant)
for each year of 1994–2002 was estimated from Barr
et al. (2004).

4. Model test results

Table 3 compares model outputs with observations du-
ring the 9-year study period. Two snow seasons (1998–
1999 and 2001–2002) with contrasting snowfall amount
(Fig. 1) were selected to evaluate the detailed model per-
formance and the impact of snow cover on soil temperature.

4.1. Surface energy balance

Fig. 2 shows the energy fluxes of the snow/soil surfaces
during the two selected seasons. Simulated net radiation
above the forest canopy (Rnc) is also shown and compared
with observations (Fig. 2a and b). Good agreement be-
tween simulated and observed Rnc indicates that the radi-
ative energy exchange of the ecosystem was accurately
simulated (Fig. 2a andb). The simulated net radiation at the
snow/soil surface (Rng) shows that both the radiative en-
ergy loss (negative values) and gain (positive values) were
largely reduced from Rnc by the canopy. For example,
from December 1st to January 15th, the net radiative en-
ergy loss from the snow surface under the canopywas only
45–50% of that over canopy.

The seasonal variation of snow and soil surface ener-
gy fluxes were largely influenced by the variation of net
radiative energy exchange Rng. During the mid-winter
(December–February), the snow surface lost net radia-
tion (Fig. 2a and b) and had very small sensible (Qh) and
latent (Qle) heat exchange (Fig. 2c and d). The negative
Rng was mainly balanced by the upward conductive heat
flux to the snow surface (Fig. 2e and f), which in turn
caused the energy losses from the soil below (Fig. 2g
and h). Later in spring, with the increase in incoming



Fig. 1. Observed accumulated snowfall amount and daily air temperature during the two model test seasons of 1998–1999 (a) and 2001–2002 (b) at
the Southern Old Aspen (SOA) forest site.
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radiative energy, both Rnc and Rng became positive
(Fig. 2a and b). The changing of net radiation from
negative to positive at the snow surface was slightly later
than that at the canopy surface due to canopy interception
of radiation and heat storage of the forest canopy. The
energy gained at the snow surface (Fig. 2e and f) raised
the surface snow temperature to the melting point and
caused snow to melt (Fig. 3). During the snow melting
periods (e.g. DOY 60-113 in Fig. 3a and DOY 90-133 in
Fig. 3b), latent heat Qle increased due to the presence of
liquid water in the top snow layer. The sensible heat Qh

was mostly negative or had smaller positive values than
the Qle (Fig. 2c and d). The heat exchange at the soil
surface was very small during snow melting periods
since both snow and soil temperatures were close to the
melting point (0 °C). After the snow melted, Qle de-
creased due to drying of the surface soil, Qh became the
dominant component of net radiation dissipation and the
soil surface started to gain energy with the resulting
increase in soil temperature. The simulated variations of
soil surface heat fluxes during the two seasons tracked
the observations well (Fig. 2g and h). Regression of
simulated and observed daily soil surface heat fluxes
during the entire 9 years showed a coefficient of deter-
mination (R2) of 0.70 and a standard deviation (σ) of
2.49 W m− 2 (Table 3). Energy inputs through rain on
snow (Qfl,1) can be significant for snow melt in some
cases (Sui andKoehler, 2001). However, we found it was
not significant at this site (Fig. 2e and f).

Snow cover had a great impact on the soil heat flux.
During the mid-winter months (December, January and
February), the energy loss from the soil surface was much
larger in 2001–2002 than in 1998–1999,whichwasmainly
due to the much shallower snow cover in the 2001–2002
season. The model successfully captured the observed
responses of energy fluxes to snow cover depth (Table 4).
4.2. Snow cover and snow temperature

Table 1 lists snow cover duration during the 5 snow
seasons estimated from snow depth observations. The
comparison between simulated and observed snow cover
durationwas influenced by the definition of snow cover. If
we use a threshold of 50% snow cover fraction to delin-
eate snow versus no snow, the simulation underestimated
the snow cover duration by 5–15days. Using a threshold
of 5% snow cover fraction, the simulation overestimated
the snow cover duration by 1–13 days. In this study, a
threshold of 25% snow cover fraction produced the best
agreement between simulated and observed snow cover
duration, within ±5 days.

A comparison between observed and simulated snow
depths for the two seasons is shown in Fig. 3. During the
1998–1999 season, observed snow cover started in early
October and ended in mid-April with a significant melt-
ing period occurring in late October (Fig. 3a). During
the 2001–2002 season, the observed snow cover started
in early November and ended in early May (Fig. 3b). In
general, simulated snow cover evolution patterns (e.g.
starting, ending, accumulation, andmelting) and the snow
depth agreed well with observations in both seasons.
Regression of simulated vs. observed snow depths during
the entire 9 years showed an R2 of 0.71 and a standard
deviation σ of 0.085 m (Table 3).

Several factors contributed to the discrepancies be-
tween the simulated and observed snow depths. Firstly,
error in snow depth simulation at one time step produce
systematic errors for the snow depth simulation after-
wards. For example, the overestimation of snow depth
in DOY 285, 1998 caused overestimation of snow depth
until DOY 51, 1999 (Fig. 3a). Secondly, the partitioning
of precipitation between rain and snow using a 0 °C
air temperature threshold has been challenged by



Fig. 2. Daily-averaged energy fluxes during the two model test seasons of 1998–1999 (a, c, e and g) and 2001–2002 (b, d, f and h) at the Southern Old
Aspen (SOA) forest site.
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observational and modeling studies (Auer, 1974;
Kongoli and Bland, 2000; Yang and Niu, 2003; Bartlett
et al., 2006). By analyzing 10 years precipitation data in
39 meteorological stations across Canada, Bartlett et al.
(2006) concluded that a polynomial distribution method
for rain/snow partitioning in the air temperature range of 0
∼6 °C (Auer, 1974) generally gave a better classification
than the 0 °C threshold employed in this study. However,
both the test from Bartlett et al. (2006) and the test from
this study at the same SOA site showed very little
difference (b0.01 m) in snow depth simulation between
the two methods. Due to the fast transition of air
temperature during the snow accumulation periods at
this site, the Auer's polynomial only gave about 10%
more snowfall during the entire snow season and more
than half of those happened during the snow-melting
period, which melted immediately and had very little
effects on the snow depth simulation. Thirdly, observa-
tional uncertainties in winter precipitation and snow depths
could also cause the discrepancies between the simulated
and observed snow depths.

Simulated snow temperatures were evaluated using
observations from the 2001–2002 snow season. Since
the observed snow temperatures were measured at fixed



Fig. 3. Observed and simulated snow depths during the two model test seasons of 1998–1999 (a) and 2001–2002 (b) at the Southern Old Aspen
(SOA) site.

Table 4
Comparison of observed and simulated snow/soil variables during
mid-winter months (December, January and February) of the two snow
seasons

Variables 1998–1999 2001–2002

Observed Simulated Observed Simulated

Ta,av (°C) −13.2 – −12.3 –
Hsn,av (m) 0.30 0.35 0.15 0.16
Rnc,av (W m−2) −1.5 −2.3 −1.4 −1.3
Qs,av(W m−2) −3.7 −3.1 −6.2 −6.3
Ts,av at 0.05 m (°C) −0.6 −0.7 −2.3 −3.7
Ts,av at 0.1 m (°C) −0.4 −0.3 −2.0 −2.0
Ts,av at 0.5 m (°C) 0.6 0.9 −0.3 0.1
Ts,av at 1.0 m (°C) 1.7 2.1 1.1 1.4
Hfz, max (m) 0.39 0.32 1.0 0.89

Note: Ta,av, average air temperature; Hsn,av, average snow depth; Rnc,av,
average net radiation above canopy; Qs,av, average conductive heat flux
at soil/snow interface; Ts,av, average soil temperatures;Hfz,max, maximum
freezing depth.
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heights above the soil surface, while the simulated snow
layer temperatures represent the varying depths deter-
mined by the dynamic snow layering calculation, direct
comparisons of snow temperature for each layer was not
possible. Therefore a weighted-averaged snow temper-
ature for all layers over the entire snowpack was
compared between the simulated values and the observa-
tions (Fig. 4). The simulated snow temperature variations
showed good agreement with observations. Regression of
simulation vs. all the available observations of snow tem-
perature showed a R2 of 0.92 and a standard deviation of
1.3 °C (Table 3).

4.3. Soil temperatures

Fig. 5 compares the simulated and observed soil tem-
peratures at four soil depths during the two seasons. In
general, simulated soil temperature showed good agree-
ment with the observations at all depths. The agreement
was better in the mineral soil layers than in the organic
layer, and better in the deeper layers than in the shallow
layers. Regression of simulated vs. observed soil tem-
peratures for all the available test data at 5 depths showed
that R2 ranged from 0.94 to 0.98 and σ ranged from 0.4 to
1.7 °C (Table 3). Snow cover had a large impact on sur-
face energy fluxes and soil temperature. It reduced energy
losses from the soil surface and kept soil temperatures
much higher than air temperatures in winter. During the
eight snow seasons used in model testing, both observed
and simulated minimum daily soil temperatures did not
fall below −5.0 °C at 0.1 m and −2 °C at 0.5 m soil depth
(Table 3 and Fig. 5), although the minimum daily air
temperatures reached −25 °C. The model successfully
captured the impacts of snow cover depth on soil tem-
perature and soil freezing depth (Table 4). Although the
average air temperature during the mid-winter months of
1998–1999 was about 0.9°C lower than that of 2001–
2002, the observed average soil temperatures at the four
soil depths during the same period of 1998–1999 were
0.6–1.7 °C (simulated 0.7–3.0 °C) higher than that of
1998–1999, mainly attributed to the doubled snow depth
in the 1998–1999 season. As a result, the maximum soil
freezing depth reached 1.0 m (simulated 0.9 m) in the
2001–2002 season while it reached only about 0.4 m
(simulated 0.3 m) in the 1998–1999 season.

The larger errors in simulating the temperature of
the organic layer were caused by the difficulties in
parameterizing the organic soil. Letts et al. (2000)
reported that the hydraulic and thermal properties of
organic soil could be significantly different depending
on the composition of the organic material. Because the
physical properties of the surface organic layer vary
widely among forests sites, their accurate parameteri-
zation is difficult. The smaller discrepancy between
simulated and observed soil temperature in the deeper
layers was partially due to the decreased soil temper-
ature variations with depth.
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5. Effects ofmodel configurationandparameterization
on snow cover and soil temperature simulations

The influences of the model configuration and
parameterization on the snow cover and soil temperature
simulations were investigated by using the configura-
tions and parameters listed in Table 5. The 1999–2000
snow season which had a near normal snowfall amount
was selected to make the comparison.

The depth of snow layers (hsn,n in Eq. (1)) and the
threshold snow depth (hsn,th in Eq. (2)) are key
parameters that control the dynamic snow layering. By
increasing hsn,n (nN1) from 0.1 m (baseline run, Table
2) to 0.2 m, the maximum number of snow layers
simulated during the 1999–2000 snow season was re-
duced from 5 to 3. The coarser resolution of snow
layering delayed the snow-melting processes, causing a
13-day increase in snow cover duration. The delay of
snowmelt was mainly due to the larger heat capacity of a
thicker snow layer, which delayed the response of snow
temperature on surface heating. By changing hsn,th from
0.2 m (baseline run) to 0.05 m, the snow cover fraction
(fsn, Eq. (2)) during shallow snow cover periods was
greatly increased, which caused a 9-day decrease of the
snow cover duration. The faster snow melt with the
smaller hsn,th is partially due to the increased fsn, which
results in more radiative energy for snow melting, due in
part to the thinner snow layer during partial snow cover,
which responds faster to surface heating. The changes in
hsn,n and hsn,th caused very little change in both the
average and maximum snow depths, indicating that the
two parameters have little effect on snow simulation
during the no-melt period. The simulated seasonal av-
erage and minimum soil temperatures were also affected
little by the changes of hsn,n and hsn,th.
Fig. 4. Observed and simulated average snow temperature during the snow co
temperature during this period was also plotted. The snow temperatures were
layers.
Similar to snow cover, the surface organic layer also
serves as a thermal buffer for the mineral soil below. By
replacing the baseline parameters for the surface organic
layer with the parameters for the mineral soil, the simu-
lated soil temperatures in all soil layers were significant-
ly lower than for the baseline run. However, a reduction
of the surface organic layer thickness from 0.1 m
(baseline run) to 0.05 m caused very little change in the
soil temperature simulations. The results indicate that the
inclusion of a surface organic layer is necessary, although
the sensitivity of the simulated soil temperature in winter
is greatly reduced after the organic layer thickness ex-
ceeds certain threshold (e.g. 0.05 m for this site).

The depth of the water table affects soil temperature
simulation mainly by altering thermal properties through
the soil water content of the soil (Eqs. (5) and(6)). By
decreasing the water table depth from 4 m (baseline run)
to 3 m, the simulated seasonal-average soil temperatures
at 0.1 m (T0.1,av), 0.5 m (T0.5,av) and 1 m (T1,av) were
lowered by 0.1 °C, 0.2 °C and 0.3 °C respectively.
However when the water table was set to 5 m, there were
no significant changes in simulated soil temperatures,
particularly in the upper soil layers. The results showed
that the water table effect was only obvious when it was
shallow enough to cause substantial water content
changes in the simulated soil layers. The results also
imply that dynamic water table inputs are likely to be
critical for the soil temperature simulations in some
ecosystems where the water table is high and variable.

The assumption that the annual variation in soil tem-
perature is negligible at the bottom of the soil column
is critical for solving Eq. (4). This assumption is only
appropriate when the simulated soil column is sufficiently
deep. Decreasing the soil column depth from 4.15 m
(baseline run) to 3.15m caused the discrepancies between
ver period of 2001–2002 at the Southern Old Aspen (SOA) site. The air
the weighted average values for all the observed and simulated snow



Fig. 5. Simulated and observed soil temperatures at 4 soil depths during the two model test seasons of 1998–1999 (a, c, e and g) and 2001–2002 (b, d,
f and h) at the Southern Old Aspen (SOA) site.

366 Y. Zhang et al. / Cold Regions Science and Technology 52 (2008) 355–370
the simulated and observed soil temperatures to increase
considerably. However, increasing the soil depth to
5.15 m had little impact on the simulated soil tem-
peratures. The results were sensitive to soil column depth
but only up to a threshold value. For this study site, 4.15m
was an appropriate soil column depth to simulate the soil
temperatures above 1 m.

Several studies have demonstrated the importance of
including unfrozenwater in frozen soils (e.g., Li andKoike,
2003; Ling and Zhang, 2004). However, our model
experiments show that the exclusion of an unfrozen water
parameterization in frozen soil (Eq. (15)) did not signi-
ficantly change the soil temperature results. This is probab-
ly due to the fact that the soil was frozen much shallower
and for shorter periods at this boreal forest site than in the
permafrost regions of the above-mentioned studies.

The impact of soil layering resolution on the soil tem-
perature simulation was investigated by additional model



Table 5
Effects of model configuration and parameterization on snow and soil temperature simulations

Observation/setting Dsn (days)
a Hsn,av/Hsn,max (m)a T0.1,av/T0.1,min (°C)

a T0.5,av/T0.5,min (°C)
a T1,av/T1,min (°C)

a

Baseline runb 170 0.208 /0.529 2.0 /−0.4 2.6 /0.6 3.2 /1.4
hsn,n=0.2 m (nN 1) (Eq. (1)) 183 0.219 /0.514 1.8 /−0.4 2.5 /0.6 3.2 /1.5
hsn,th=0.05 m (Eq. (2)) 163 0.189 /0.50 1.9 /−0.5 2.5 /0.6 3.2 /1.4
Depth of organic layer=0.05 m 170 0.206 /0.524 1.9 /−0.6 2.6 /0.6 3.3 /1.4
Depth of organic layer=0 m 171 0.205 /0.522 1.2 /−3.8 1.9 /0.0 2.8 /1.1
Water table depth=3 m 170 0.208 /0.528 1.9 /−0.4 2.4 /0.5 2.9 /1.3
Water table depth=5 m 170 0.208 /0.529 2.0 /−0.5 2.6 /0.6 3.3 /1.5
Soil depth=3.15 m 171 0.209 /0.53 1.4 /−0.7 1.7 /0.2 2.1 /0.7
Soil depth=5.15 m 170 0.208 /0.529 2.1 /−0.4 2.7 /0.8 3.4 /1.7
θu,i=0 (Eq. (15)) 170 0.208 /0.528 2.0 /−0.4 2.6 /0.7 3.3 /1.5
Total soil layers=3 170 0.204 /0.521 –c –c –c

Total soil layers=6 170 0.206 /0.524 2.1 /−0.2 –c –c

Observation 169 0.221 /0.474 1.9 /−1.3 2.5 /0.2 3.2 /1.0

aDsn,Hsn,av,T0.1,av,T0.5,av,T1,avrepresent snow cover duration, averaged snow depth, averaged soil temperature at 0.1 m, 0.5 m and 1 m soil depths over
the period of Oct. 1, 1999–May 31, 2000; Hsn,max,T0.1,min,T0.5,min,T1,min represent their maximum (max) or minimum (min) values over the same
period.
bThe configurations and parameterizations of baseline run were the same as inTable 2.
c –: the soil layer depth did not match the baseline run.
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runs using 3 and 6 soil layers. In order to keep the same
soil column depth and organic layer depth as in the base-
line run (16 soil layers), the depths of 3 soil layers were set
to 0.10 m, 0.30 m and 3.75 m, and the depths of 6 soil
layers were set to 0.10 m, 0.05 m, 0.20 m, 0.3 m, 0.7 m
and 2.8 m. The top layer was set to an organic layer as in
the baseline run. The soil temperatures of each of the 16
soil layers in the baseline run were weight-averaged with
layer thickness into temperatures corresponding to those
of the layers in the 3-layer and 6-layer runs. Fig. 6a shows
that large discrepancies in the temperature simulations
were found between the 3-layer run and the baseline run.
The root mean squared differences (RMSDs) between the
3-layer run and the baseline run were 0.9 °C, 1.2 °C and
1.0 °C, respectively, from the top to the bottom. The 6-
layer run brought the soil temperature simulation much
closer to the baseline run results, especially in the upper
soil layers (Fig. 6b). RMSDs between the 6-layer run and
the baseline run for the 6 soil layers were 0.4 °C, 0.5 °C,
0.5 °C, 0.5 °C, 0.7 °C and 0.8 °C, respectively, from top to
bottom. This result indicates that a 6-soil-layer resolution
could achieve the simulation accuracy of 0.5 °C in the
upper 0.65 m soil. When deeper soil temperature is
considered (e.g. permafrost dynamics), more detailed soil
layering is required.

6. Conclusions

This study presents new soil and snow schemes in the
ecosystem model EALCO that includes dynamic layer-
ing of snow, user-adjustable layering of soil, snow cover
compaction and destructive metamorphism, implicit so-
lution of soil heat and water transfer equations using a
finite difference method, distinct parameterizations of
surface organic layer and the unfrozen water content in
frozen soil. The model was tested with 9 years of obser-
vations at a boreal deciduous forest ecosystem and the
effects of different model parameterizations and config-
urations were also investigated. The results showed that:

(1) The model accurately reproduced the observed
snow and soil thermal regimes during the 9-year
model testing period. The coefficients of determi-
nation (R2) for the relationships between the sim-
ulations and observations of soil heat flux, snow
depth, snow temperature, and soil temperatures at
5 depths were 0.70, 0.71, 0.92 and 0.94–0.98
respectively. The soil temperatures were better
simulated in the mineral soil horizons than in the
surface organic layer, and better simulated in the
deeper mineral layers than in the shallower min-
eral layers.

(2) Snow cover had large effects on the surface ener-
gy fluxes, soil temperature and soil frozen depth.
Both the observations and simulations demon-
strated a much higher soil temperature than air
temperature during the winter months of all the
tested years. Deeper snow cover (e.g. 1998–1999
winter) resulted in less heat loss from soil, higher
soil temperature and a shallower depth of frozen
soil than those with a shallower snow cover (e.g.
2001–2002).



Fig. 6. Comparison of soil temperature simulation for 3 soil layers using 3 different soil layering resolutions. (a): for 0–0.1 m soil layer; (b): for 0.1–
0.45 m soil layer; (c) for 0.45–4.15 m soil layer.
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(3) The parameterizations of snow layer depth and the
threshold snow depth for snow cover fraction had
large effects on the snow simulations during snow
melt, but little effect during the non-melt period.
As a result, they affected the annual snow cover
duration, but not the seasonally-averaged snow
depth.

(4) The soil temperature simulations in the upper soil
layers (e.g. above the 1 m soil depth) were af-
fected by the depths of the water table and total
soil column, but their effects were only significant
below certain threshold values. The inclusion of a
soil organic layer was important for soil temper-
ature simulation, while the inclusion of unfrozen
water in frozen soil had little effect at this site.

(5) Model testing with different soil layering resolu-
tions showed that a 3-layer model configuration
was too coarse to accurately simulate the soil
thermal regime. A 6-layer resolution generated
comparable results with a 16-layer resolution in
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upper soil layers (0.65 m). Higher soil resolution
was required to accurately simulate the deeper soil
temperatures.

Our results indicate that soil temperature responses to
future climate change will likely be complicated by the
impact of climate change on snow cover, water table
depth, and soil organic layer properties. Simulation
schemes that could dynamically trace the changes of
those variables and their interactions are highly desi-
rable for future climate change impact assessments.
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